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• Large language models (LLMs), normally build on Transformer architecture (Deep 
Learning), has demonstrated impressive performance in text / code generation

• GPT4o, Gemini, LLaMa3 ...
• Could be used for HEP studies
• Game changer
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Scientific Reports volume13, Article number: 18562 (2023)

• A foundation model (large, 
computing intensive) + fine tuning 
for each task individually (smaller 
data set)

• For us, open-source foundation 
model + higher level model for 
HEP + fine tuning for BESIII 

What is Large Language Model (LLM) ?
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Beijing Electron Positron Collider II (BEPCII)
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BESIII experiment
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• More data will be collected after BEPCII-upgrade

• > 500 physics results from ~500 people in the past 14 years

• One result normally took ~3 years

• We need a more efficient workflow in order to achieve the goals in BESIII white paper 
7
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Why we need LLM ?
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Major effort in BESIII analysis is spent in 
writing / coding / testing

AND LLM is good at code / text generation !



• AI Agent: AI tools capable of autonomously performing complex tasks
• LLM = brain  →  AI agent = human

• AI agent based on Xiwu model (LLM for HEP)

• based on Llama 2/3, will train with BESIII internal data, e.g. memo/drafts, BOSS source code, Q-A 
in HyperNews (BESIII internal contact page)

• One milestone: AI assistant, It can help scientist on data analysis, e.g. MC generation,  
signal extraction, and a navigator inside BESIII  

• Internal version release, target at End of June 2024 !

• Goal: AI scientist, it can analyze the data automatically like a real person who have Ph.D 
degree

9

Dr. Sai (赛博士) project for BESIII / HEP
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~20 people from IHEP, UCAS, LZU and JLU,  lots of fun stuffs, welcome to contact and join us ! 

Dr. Sai (赛博士) project for BESIII / HEP
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Multi-agents framework is developed based on AutoGen 

Key of this project: make the results from AI more reliable
• New architecture 
• Good quality data
• In-the-fly validation and test (For next generation!)

Dr. Sai (赛博士) research agent

2024-6-20 BESIII Dr.Sai, Yipu Liao (IHEP)

https://github.com/microsoft/autogen
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Agents:
• Planner: Planning and tasks decomposition
• Coder: Write BESIII-related codes
• Tester: Using scientific tools for testing
Human can interact via HumanProxy

Multi-agents framework is developed based on AutoGen 

Dr. Sai (赛博士) research agent

2024-6-20 BESIII Dr.Sai, Yipu Liao (IHEP)

https://github.com/microsoft/autogen


• Xiwu: a basis flexible and learnable LLM for HEP
Xi(溪)：Streamlet → Drops of water
Wu(悟)：Understand and inferring

• First version release at April (refer to arXiv:2404.08001 for more details)
• high level model based on open-source foundational LLM, e.g. LLaMa
• First LLM for HEP, version 2 based on LLaMA-3-70B is on-going 

14

The brain of Dr. Sai - Xiwu (溪悟) model
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The brain of Dr. Sai - Xiwu (溪悟) model
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https://arxiv.org/abs/2404.08001


• Recent papers on arXiv
• PDF files parser: Hai-Nougat, advanced iteration of the Nougat model

• Good quality chat history from IHEP-AI platform
• The data is cleaned by human or AI (GPT4)
• 180k Question-Answer pairs in 3 months

• BESIII internal data
• internal memo, parsed by Hai-Nougat
• Question-Answer pairs from HyperNews during internal paper review
• BESIII Offline Software System (BOSS) source code
• BESIII public webpages and internal webpages
• The data on indico will be used later 

• All the BESIII internal data sets are stored in Retrieval Augmented Generation (RAG) 
or used in training and fine-tuning

162024-6-20 BESIII Dr.Sai, Yipu Liao (IHEP)

Training data

https://github.com/ai4hep/hai-nougat
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Training data

https://github.com/ai4hep/hai-nougat
https://github.com/ai4hep/hai-nougat
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Performance: General LLM for Q&A 

• WebUI based on Chainlit, rewriting with JaveScript now
• Same to general GPT
• Transfer IHEP AI platform from https://ai.ihep.ac.cn/ to here 

https://github.com/Chainlit/chainlit
https://ai.ihep.ac.cn/


• Same with the chATLAS project at ATLAS
• Navigator and assistant to replace the simple ‘search’
• BESIII internal data at websites (bes3.ihep.ac.cn) and HyperNews

• Not public yet
• In general, better performance than I expected

• E.g. Question ‘where is the XXXX MC sample’, 
• Answer ‘The path of the sample is in XXXXXX’

192024-6-20 BESIII Dr.Sai, Yipu Liao (IHEP)

Performance: Internal navigator at BESIII

https://indico.desy.de/event/38849/contributions/162120/
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Performance: arXiv paper searching 

User request

Parameters 
extracted by LLM

Quary URL 
to arXiv

Quary results
(title, abstract, 

authors ... )
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Performance: coding & execution 

CERN ROOT code execution BESIII Offline Sofware 
System (BOSS) coding



• AI era is coming !
• It will not replace you but will help you to work more efficiently 

• First AI agent for HEP - Dr. Sai
• For now it can do simple tasks, e.g. write / update code
• Timeline: beta version at end of June 2024, stable version at the end of 2024

• Next: more data, multi-model, e.g. slides on indico, experts' chat history at 
IHEP AI platform https://ai.ihep.ac.cn/ (or https://chat.ihep.ac.cn/)

• We want and need your experience and expertise !

• Similar projects from other experiments:
• LHC：AccGPT (LLaMa),  AI assistant for accelerator control
• ATLAS：chATLAS (GPT),  AI assistant for internal navigator, same with one 

component of Dr. Sai
• Outreach/education: outreach assistant (GPT), train people outside of HEP to 

analyze ATLAS open-data, same with one component of Dr. Sai
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Summary

https://ai.ihep.ac.cn/
https://chat.ihep.ac.cn/
https://indico.desy.de/event/38849/contributions/162133/
https://indico.desy.de/event/38849/contributions/162120/
https://indico.desy.de/event/38849/contributions/162122/attachments/88528/118671/2024-02-21-Lips-ATLASOpenData.pdf
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Yipu Liao (廖一朴)                                             
Institute of High Energy Physics, CAS, Beijing
Email: liaoyp@ihep.ac.cn
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Group members

Zheng-De Zhang, Yi-Yu Zhang, Jian-Fang Li, 

Dong-Bo Xiong, Siyang Chen, Qian-Ran Sun, 

Hao-Fan Wang, Fa-Zhi Qi, Chang-Zheng 

Yuan, Ke Li, Yi-Pu Liao, Bo-Lun Zhang, 

Ming-Run Li, Pan Huang, Jun-Kun Jiao (JLU), 

Zijie Shang (LZU), Jian-Wen Luo (UCAS) ...

Many thanks to them!
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The next industrial revolution

Machine learning and AI

2024-6-20 BESIII Dr.Sai, Yipu Liao (IHEP)2024 AI index report



• Major effort in BESIII analysis is spent in writing / testing / coding / text
• LLM is good at code/text generation !

• Key problems for LLM at HEP
• how to make sure the outputs are reliable? 
• how to avoid hallucinations ?
• Current solutions:

• More accurate and good quality data for training
• More tests and validations
• More proper architecture

26

Why we need LLM

2024-6-20 BESIII Dr.Sai, Yipu Liao (IHEP)



Accelerator 
control, initial-
state-radiation, 
parton showering, 
hadronization, 
NP-correction, 
pileup , et. al.

Data acquisition, fast 
reconstruction, data 
input/output, online 
monitoring, detector 
geometry, detector 
noise, calibration, 
multi-scattering , et. al.

Track and vertex 
finding and fitting, 
clusterization and 
reconstruction of jet, 
jet tagging, kinematic 
fit, detector 
calibration, et. al.

Event selection, 
optimizations, 
background 
analysis, injection 
test, reweighting, 
correlation 
corrections, et. al.

systematic 
uncertainty, fitting, 
uncertainty 
propagation, 
radiation and VP 
corrections, et. al.

Too complicated, similar lines of code as windows/macOS

Trigger, 
Simulation

Extract 
physics 
variables

27

Reconstruction Statistical 
analysis

Collision, MC 
generator

Data process workflow at HEP experiment
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Reconstruction Statistical 
analysis

Collision, MC 
generator

Data process workflow at HEP experiment

One small task needs : several people + several years !
we have to make it more efficient !

Too complicated, similar lines of code as windows/macOS
2024-6-20 BESIII Dr.Sai, Yipu Liao (IHEP)



What is Agent

AI agent refers to a system or software that can make autonomous decisions or perform actions on 
behalf of its users or other systems based on its knowledge, programming, environment, and inputs.

2024-6-20 BESIII Dr.Sai, Yipu Liao (IHEP) 29



Dr. Sai (赛博士) research agent

Supporting 
text here

Event 
Generation

Event 
Analysis

Literature 
Review

Programming

Paper 
Writing

n AI Agents

5 BESIII Analysis Tasks

9 Capabilities

m Techniques

Let the large model conduct particle physics research.

2024-6-20 BESIII Dr.Sai, Yipu Liao (IHEP) 30



• Retrieval-Augmented Generation (RAG)
• Most promising solution to avoid hallucinations
• Goal: store private data so no need for retraining
• Current approach is based on LlamaIndex
• Vector store (done, based on LangChain) and knowledge graph (in 

development) are also considered
• Embeddings (BGE-M3 model), convert input data into vectors of 

a multi-dimensional space

• Usage: store BESIII internal data
• User send BESIII related questions
• RAG return question + BESIII internal data to LLM

31

The memory of Dr. Sai - RAG

2024-6-20 BESIII Dr.Sai, Yipu Liao (IHEP)

https://docs.llamaindex.ai/en/stable/
https://python.langchain.com/v0.2/docs/introduction/


32

The actuators of Dr. Sai

2024-6-20 BESIII Dr.Sai, Yipu Liao (IHEP)

The Distributed Deployment Framework (HepAI-DDF)

Client



• Developed based on AutoGen framework
• Normally one agent is dedicated for one task, HEP data processing is very complicated, 

impossible for one agent
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Multi-agents management system
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Previous version
(in Nov. 2023)

Host

Human
Proxy

Planner

Coder Tester

More …

upgrade

https://github.com/microsoft/autogen


• Under construction and testing, plan to release the first version (two AI agents) 
at June 2024

• one dedicated for BESIII and another for public, stay tune

• One application: software and training
• BOSS (C++ code) upgrade

• step 1: simple improvements using new C++ features, e.g. array to vector
• step 2: re-structure the code for each file individually 
• step 3: AI-assisted update on algorithms

• Outreach and training:
• Train junior graduated students to understand BESIII and data analysis better

342024-6-20 BESIII Dr.Sai, Yipu Liao (IHEP)

Status and prospects for Dr. Sai
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Roadmap of High Energy Physics AI Scientist

…


